SBI3C-Microbiology

Overall Expectation - C1

Specific Expectation C1.2

Teachers Note: This activity will likely require at least two 60 minute sessions.

**Student Handout**

The article in Appendix A describes the controversy about scientific research that may be potentially dangerous. Your task is to:

1. Read the article and write a brief summary.
2. In your assigned groups using chart paper write as many points as you can about the benefits of biological research studies on one side of the paper, turn the paper over and write as many points as you can about the dangers of biological research studies.

Your summary and chart will be evaluated for your understanding of the ideas presented in the article.

1. Show your chart to the teacher and receive your debate status: either in favour of biological research, or against biological research.
2. Prepare your arguments according to the guideline provided in Appendix B
3. Debate!

Your presentation in the debate will be evaluated based on: The organization of your ideas (does your argument flow well?)

1. The logic of your argument (do your facts support your argument, does it make sense?)
2. The strength of your argument (is it convincing?)
3. Your speaking voice (can I hear you clearly?)
4. Your body language (do you present yourself professionally? i.e. standing straight, not slouching, arms not crossed in front, etc.)
5. Write a journal entry expressing your opinion about whether scientists should conduct research that may have potentially dangerous applications.

Your journal entry will be evaluated based on you understanding of the topic, how you connect the idea of performing biological research to the potential impact on society and the organization of your ideas.
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**Introduction**

In the early days of atomic physics, it was realized that discoveries regarding nuclear fission and the chain reaction might be used for both beneficial and harmful purposes. The scientists involved recognized that, on the one hand, such discoveries could have important applications for medicine and energy production but that, on the other hand, they might also lead to the production of unprecedented weapons of mass destruction.[1](http://www.who.int/bulletin/volumes/87/9/08-051383/en/#R1) Foreseeing the potential weapons implications of experimental results regarding the chain reaction, Leo Szilard engaged colleagues in debate about the virtues of self-censorship. If dangerous discoveries were kept secret, he argued, then the development and use of such weapons might be avoided. However, similar discoveries were made and published by other physicists and atomic bombs were subsequently developed and used by the United States of America (USA) during the Second World War. Governmental regulation and censorship of nuclear science has since been common.[2](http://www.who.int/bulletin/volumes/87/9/08-051383/en/#R2)

Life science researchers find themselves in a similar situation today. The biological sciences are progressing rapidly and recent developments in biotechnology may have tremendous medical (and other) benefits for humankind. In many cases, however, the same discoveries that promote advancement of medicine could also facilitate production of biological weapons of mass destruction. An unclassified Central Intelligence Agency (CIA) document entitled *The darker bioweapons future* claims that:

“advances in biotechnology … have the potential to create a much more dangerous biological warfare threat … engineered biological agents could be worse than any disease known to man.”[3](http://www.who.int/bulletin/volumes/87/9/08-051383/en/#R3)

Though the dangerous implications of contemporary biology had been recognized earlier,[4](http://www.who.int/bulletin/volumes/87/9/08-051383/en/" \l "R4) heightened concern followed the anthrax attacks in the USA in 2001.

There are numerous reasons to take the threat of biological weapons seriously. In comparison with nuclear weapons, the production of biological weapons is relatively easy and inexpensive; and information about how to produce biological weapons is readily available in published scientific literature. In comparison with nuclear science, where discoveries with weapons implications are usually classified, information sharing in the life sciences has traditionally been completely open.[2](http://www.who.int/bulletin/volumes/87/9/08-051383/en/#R2) The anthrax attacks in the USA and other recent episodes, finally, have revealed that the threat of bioterrorism is real.

**The dual-use dilemma**

Scenarios where the results of well-intentioned scientific research can be used for both good and harmful purposes give rise to what is now widely known as the “dual-use dilemma” and there has been growing debate about the dual-use nature of life science research in particular. Four recent cases involving the publication of dual-use discoveries have been particularly controversial.

In Australia, researchers inserted the mouse IL-4 gene into the mousepox virus hoping that the altered virus would sterilize mice and thus provide a means for pest control. To their surprise they discovered that they had produced a superstrain of mousepox that killed mice that were naturally resistant to, and mice that had been vaccinated against, ordinary mousepox.[5](http://www.who.int/bulletin/volumes/87/9/08-051383/en/#R5) This discovery implies that the same technique might enable production of vaccine-resistant smallpox. Because there is no known treatment for smallpox, vaccination is our only defence. This study was published in the *Journal of Virology* in 2001.

In a second study, researchers at the State University of New York at Stony Brook artificially synthesized a “live” polio virus from scratch.[6](http://www.who.int/bulletin/volumes/87/9/08-051383/en/#R6) Following the map of the polio virus RNA genome, which is published on the Internet, they stitched together corresponding strands of DNA, which they purchased via mail-order. The addition of protein resulted in the creation of a virus that paralysed and killed mice. Upon publication of results in *Science* in 2002, the researchers said they “made the virus to send a warning that terrorists might be able to make biological weapons without obtaining a natural virus”.[7](http://www.who.int/bulletin/volumes/87/9/08-051383/en/#R7) Similar techniques might enable production of smallpox or Ebola.

In a third study, published in the *Proceedings of the National Academy of Sciences* in 2002, researchers used published DNA sequences to engineer a protein – known as SPICE – produced by the smallpox virus.[8](http://www.who.int/bulletin/volumes/87/9/08-051383/en/#R8) The study revealed the ways in which, and the extent to which, this protein defeats the human immune system. Though the findings may facilitate development of protective medicines, they may also reveal ways to increase the virulence of the closely-related *vaccinia* virus (which is used in the smallpox vaccine).

A more recent study, published in *Science* in 2005, employed techniques of synthetic genomics (similar to those used in the polio study) to “reconstruct” the Spanish Flu virus, which killed between 20 and 100 million people in 1918-19.[9](http://www.who.int/bulletin/volumes/87/9/08-051383/en/#R9) Though further research on the reconstructed virus may facilitate development of drugs and vaccines that provide protection against a major influenza pandemic, such a virus could also be used for nefarious purposes by malevolent actors.

Each of these studies aroused substantial controversy. Given their implications for making biological weapons, critics complained that these studies should not have been conducted and/or that they should not have been published. Publication of studies like these, they argued, alerts bioterrorists to new ways of producing biological weapons and provides them with explicit instructions for doing so. At the very least, they argued, the materials and methods sections of the published articles should have been omitted or amended.

Though they understood the dangers, the scientists and editors involved defended their actions. Among other things, they argued that these publications would play an important role in alerting the scientific community to the importance of developing protection against newly revealed dangers. In the case of the influenza study, it was argued that medical benefits of publication outweighed the risks associated with terrorism, especially given current concerns about pandemic influenza. In response to suggestions that materials and methods descriptions should have been omitted or altered, they argued that inclusion of such information is crucial to scientific method, i.e. for replication and verification.

**Policy development**

Whether or not these studies and others like them should have been conducted and/or published, they have attracted attention to the problem of dual-use biological research and the potential need for increased governance of science. Dual-use research is a primary area of focus in debates about biosecurity and bioterrorism, and there have been numerous relevant policy developments. In 2003 (before the influenza study), for example, a journal editors and authors group issued a joint “Statement on scientific publication and security” in *Science*, *Nature*, the *Proceedings of the National Academy of Sciences* and the American Society for Microbiology journals. The statement indicated that these journals would screen submissions for “safety and security issues” and that when “harm of publication outweighs the potential societal benefits ... the paper should be modified or not published”.[10](http://www.who.int/bulletin/volumes/87/9/08-051383/en/#R10)

In 2004, the USA’s National Research Council (NRC) published an influential report entitled *Biotechnology research in an age of terrorism*, also widely known as “the Fink report”.[2](http://www.who.int/bulletin/volumes/87/9/08-051383/en/#R2) Among other things, the NRC called for increased education of the scientific community about the dual-use dilemma; recommended that the role of institutional biosafety committees be expanded to include review of research proposals for dual-use risks (as well as environmental dangers); recommended self-governance of the scientific community (as opposed to governmental censorship) in matters related to publication of dual-use research findings; and called for the establishment of a new advisory board to provide guidance to the government regarding the oversight of dual-use research. Such a body, the National Science Advisory Board for Biosecurity (NSABB), was established in 2004; and its working groups have been developing criteria for identifying dual-use research of concern, tools for controlling dissemination of information, science codes of conduct, policy recommendations regarding synthetic genomics and means for international collaboration in the oversight of dual-use life science research.[11](http://www.who.int/bulletin/volumes/87/9/08-051383/en/#R11)

The NSABB has also played a role reviewing papers raising dual-use issues. The above-mentioned influenza study, for example, was sent to the NSABB for review before publication in 2005, and members voted unanimously that the paper should be published. The editor-in-chief of the journal, however, subsequently wrote that he would have published the study even if the NSABB had voted otherwise.[12](http://www.who.int/bulletin/volumes/87/9/08-051383/en/#R12) This highlights the fact that the status quo in the USA (where dual-use life sciences research has received the majority of attention) relies on voluntary self-governance of the scientific community in matters of censorship, as recommended by the NRC. Referral of papers to the NSABB is voluntary and its decisions are not legally binding.

It is questionable, however, whether reliance on voluntary self-governance of the scientific community in matters of censorship is advisable. Because scientists generally lack training in security studies, they may lack the expertise required for assessment of the security risks of publication in any given case. This point is especially well illustrated by the mousepox experiment. Assessing the security risks of the mousepox publication requires knowledge about the likely proliferation of the smallpox virus (e.g. from alleged former Soviet bioweapons stockpiles) because would-be bioterrorists would need to have access to the smallpox virus to apply the mousepox genetic engineering technique to it (if their aim is to produce vaccine-resistant smallpox). Detailed information about the likelihood of smallpox proliferation, however, is classified information held by intelligence and security experts (if anyone). In the case of the mousepox study, scientists (lacking security clearance) are systematically denied access to information essential to assessment of the security risks of the relevant publication.[13](http://www.who.int/bulletin/volumes/87/9/08-051383/en/#R13)

A second reason for doubting that voluntary self-governance of scientists in matters of censorship would be appropriate is that conflicts of interest arise insofar as publication is crucially important for career advancement in science. A final reason is that the dual-use dilemma potentially involves conflict between the promotion of security and the progress of science. In cases where publication of scientifically important dual-use research conflicts with security, neither the goal to promote security nor the goal to advance science should be given (absolute) priority over the other. Both scientific progress and security matter; in cases of conflict a balance should be struck between the two. Given what they do for a living, however, it is likely that the values of scientists will be biased in favour of science over security.

A system involving governmental control over publication practices, on the other hand, may promote security; but this would have costs in terms of academic freedom. Scientific progress may also be hindered (to the degree that, as is often claimed, scientific freedom is essential to scientific progress). The scientific community is right to be wary about governmental censorship. Given what they do for a living, bureaucrats and security experts are likely to be biased in favour of security values over scientific values. There is also reason to doubt that governmental decision-makers will always have sufficient expertise to judge the scientific importance of publishing studies they might want to censor. An additional worry about the censorship of science by government is that this could be one more step down the path of liberty infringement in the name of “the war on terrorism” and that governmental censorship may threaten freedom of speech more generally.

**Ethics**

To the extent that important values are at stake, the dual-use dilemma is inherently ethical in nature.[14](http://www.who.int/bulletin/volumes/87/9/08-051383/en/#R14) It is noteworthy, however, that most of the debates about the dual-use dilemma have primarily involved science and security experts rather than ethicists. Bioethicists have to date had relatively little to say about security in general or the dual-use dilemma in particular.[13](http://www.who.int/bulletin/volumes/87/9/08-051383/en/#R13),[15](http://www.who.int/bulletin/volumes/87/9/08-051383/en/" \l "R15) This is ironic given the enormous amount of attention bioethics has placed on both: (i) research ethics, and (ii) ethical, legal and social implications of genetics. Research ethics discourse has predominantly focused on the protection of human and animal research subjects, and research ethics guidelines rarely mention problems posed by dual-use research.[16](http://www.who.int/bulletin/volumes/87/9/08-051383/en/#R16) The literature on ethical implications of genetics has focused on potential environmental hazards of recombinant DNA research, genetic determinism, genetic testing, discrimination by employers and insurance companies, selective reproduction, genetic enhancement, cloning, stem cell research, DNA fingerprinting and the patenting of DNA sequences.[13](http://www.who.int/bulletin/volumes/87/9/08-051383/en/#R13) At the time of writing this paper, a huge number of journal articles and books on ethics and genetics had been written; but they include little, if any, discussion of the potential role of genetics in weapons-making.

Robert Cooke-Deegan’s canonical history of the human genome project, *The gene wars*,[17](http://www.who.int/bulletin/volumes/87/9/08-051383/en/" \l "R17) includes explicit coverage of the politics and ethical debate surrounding the new genetics. Despite all the links that are drawn between genetics and atomic weapons, and despite inclusion of a chapter entitled “Genes and the bomb”*,* the book never mentions discussion or debates about the implications of genetics for biological weapons development. It is commonly said that the power of genetics is comparable to the power of atomic physics and that we need more ethical discussion and reflection about the former than the latter received when the first atomic bombs were made and used – the idea being that more socially responsible decisions about science should be made in genetics than have been made in the context of nuclear energy. The usual discourse on ethical, legal and social implications of genetics, however, reveals that the power of genetics with regard to weapons development is not what those concerned with the ethics of genetics have usually had in mind. If the previously mentioned claims of the CIA are true – as seems plausible in the light of the examples considered above – then biological weapons development may turn out to be one of the most serious consequences of the genetics revolution in biology. It is thus crucially important that there is more ethical input into debates about the governance of dual-use research. ■
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Appendix B

Debate Guidelines

* 1. Each team (groups of 3) will prepare a 4 minute argument
     + 2 minute opening statement- State your position (Are you for or against the research) and why, include at least three strong points. Use factual information to back up your points.

**Each team will present their opening statements to the judge. Remember that you are trying to convince the judge that you have the stronger argument. You will not direct your argument to your opponent but will be speaking directly to the judge.**

* + - 1 minute rebuttal – This is where you will anticipate your opponents arguments. Think about what points they will use to convince the judge that their argument is better. Attack the points of your opponent using factual information to back you up.

**You will have 5 minutes after hearing your opponents opening statement to revise your rebuttal. You will be presenting this argument to the judge to convince them that your opponents’ argument is weak.**

* + - 1 minute conclusion- This is your final chance to convince the judge you’re you have the stronger argument. Restate your position, your strongest points and your opponents’ weakest points.

**The concluding statements will be presented immediately after both teams have presented their rebuttal.**

* 1. Each member of the team will present one part of the argument.
  2. Your will lose points for going over your time limit or under your time limit for each 10 second interval.
  3. A timekeeper will notify you of the time remaining for your argument by raising their hand when there are 30 seconds remaining, and standing when there are 10 seconds remaining.